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Methodology
• Given two partial trajectories !! and !", we use Bradley-Terry model for 

preference prediction:

• With this, the learning task becomes a simple classification task with the 
following cross-entropy loss function: 

• Our neural network employs a three-linear-layer architecture with an input 
size of 43 (state + action) and a hidden size of 256

• We use a ReLU activation at the end of each hidden layer, and the final
output represents the predicted reward for a given state-action pair

Model-Agnostic Meta-Learning
• The first model we use is Model-Agnostic Meta-Learning (MAML) which 

learns a generalized reward function through the following update

• The generalized reward function is then adapted to a new task using a 
simple gradient descent update as follows

• We also try out a variant of MAML which we call iterated MAML where 
the inner update step is performed multiple times before the outer step

• The final learning framework we try is REPTILE which uses the following 
update rule for learning the generalized reward function:

• The adaptation process remains the same and uses gradient descent. In 
practice, we have used Adam optimizers for faster convergence

Results

Prior Policy
• To improve the adaptation process, we also generated data for the new 

tasks using a different policy (without noise) than the one already used
• We then use comparisons with segments from the prior policy (noiseless) 

and segments from the original policies (noisy measurements)
• Our hope is that having a prior policy guiding the learning process will 

help the model adapt to a new task faster 

Conclusion & Future Work
• All our models are able to learn a generalized reward function in 

about 1000 iterations, which adapts to a new task in only about 75 
epochs (which validates our few-shot goal!)

• While adding a prior policy slightly improves the performance for 
Reptile, the same cannot be said for the other two models

• A reweighting of the prior policy might help alleviate this issue
• A better benchmark for our models is the success rate on the new 

task rather than accuracy of predicting preferred segments – this 
requires the use of a Soft Actor-Critic algorithm for policy learning

• We plan to learn the policy in the next week, and later, incorporate 
actual human feedback rather than just oracle feedback

• Should time permit, we also plan to perform a study on how the 
segment length affects performance and query efficiency


